Positive calling algorithm design

To identify positive signals, the GenePix software which computes a local intensity background for each spot was used.  However, variations between chips (representing different lipid binding experiments) and local variations on the chip (because of unequal diffusion of substrates) cause additional fluctuations of the binding signals.  To correct the variation between chips, the signals were scaled from different experiments into a common range: For each experiment we computed the lower quartile, median, and upper quartile values of the signal distribution.  The signals were then transformed by subtracting the median and dividing by the difference between upper and lower quartile, thus transforming the signal distributions of different experiments to comparable shapes.  To correct the local variation on the chip, we performed a “neighborhood subtraction” for each spot.  We defined a region of two rows above and below as well as two columns to the left and right of a spot as the neighborhood region.  The median signal of this region was then subtracted from the spot signal.  The number of highly fluorescent spots in any neighborhood region is generally low enough in these experiments not to disturb the median significantly.  Finally, if the variation between two parallel samples was greater than 3 standard deviations of the error distribution of the samples, the data point was flagged and excluded from further analysis.  Likewise, any signals on the protein chip that were due to obvious contamination were excluded from further analysis.  After this filtering procedure, we normalized the filtered lipid binding signal G with the GST signal R, yielding the ratio r = G/R which is a measure of the binding per amount of protein and allows comparison of binding signals between different proteins.  The specific binding ratio r is sensitive to errors G and R in both the G and R signals.  Therefore, we computed 90% and 95% confidence intervals for this ratio with a Monte-Carlo procedure, assuming that r is a good approximation of the actual average of the ratio population: 
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where r represents the error of the ratio r.

_1049902835.unknown

